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Abstract—The problem of estimating the parameters of geometric transformations of the frames in a video 
sequence is considered. The solution to this problem is found through a combination of three basic approaches: 
the optical-flow feature-point methods and the direct correlation methods. A procedure for the detailed analysis 
of the behavior of the correlation function is used to ensure stable real-time operation of the proposed algo-
rithms on modern (even unspecialized) computing systems for a wide range of shooting conditions. 
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INTRODUCTION

One of the main problems of video-sequence pro-
cessing consists in determining the parameters of geo-
metric transformations of the video frames. Solution of 
this problem consolidates the solution of problems 
related to image stabilization, tracking of moving
objects, estimating the parameters of motion of these 
objects, and mosaic construction. 

Furthermore, many image-processing algorithms, 
including the foreground separation and pattern recog-
nition algorithms, require prestabilization of images. 

There exist different approaches to estimation of the 
frame deformation parameters: the optical flow method 
[1] based on computation of the shift vector for each 
pixel of an image, the feature-point method [2, 3] based 
on determination of the characteristic singularities of 
an image and the correlation between these singulari-
ties in successive frames, and the direct method using 
the brightness of input-image points [4]. 

However, these algorithms are not designed for real-
time processing of large frames and/or operation on 
unspecialized computing systems. These algorithms 
operate stably when input images satisfy the selected 
mathematical model; however, operation often
becomes unstable when this model changes or input 
images are inconsistent with it. 

In this paper, we describe algorithms that determine 
the geometric transformation of frames and satisfy the 
following conditions: 

(i) These algorithms must operate stably (i.e., 
robustly) with video sequences of different types, 
including low-quality video sequences obtained in an 
unfavorable shooting environment.

(ii) These algorithms must be capable of performing 
real-time processing of video sequences on modern 
unspecialized computing systems. 

General techniques for improving the reliability and 
accuracy of algorithms and their application to the 
algorithms based on the synthesis of the above three 
approaches are described. 

1. IMAGE-DISTORTION MODEL 
AND FORMULATION OF THE PROBLEM

The problem under study is formulated as follows.
For each frame of a video sequence, it is necessary to 
estimate the parameters of its geometric transformation 
relative to the preceding frame. In addition, video-
sequence frames are assumed to be images of the same 
stationary scene. Geometric transformation (spatial 
warping) can be interpreted as an arbitrary continu-
ously differentiable one-to-one transformation of coor-
dinates. The commonly used warping models are 
affine, projective, and quadratic transformations of 
coordinates that are determined by the following
respective relationships: 
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where x(t) and y(t) are the coordinates of a scene point 
in a frame, x(t + 1) and y(t + 1) are the coordinates of 
this point in the next frame, and ai are the desired 
unknown parameters of spatial warpings.

When real images are estimated, the problem is 
solved in the presence of various deviations from an 
ideal mathematical model: blurred areas, nonlinear dis-
tortions in the camera lenses, information loss due to 
encoding of a video sequence, etc. 

An algorithm for estimating the parameters of 
frame-to-frame transformation can always be reduced 
to the following optimization problem: 

Q̂ = argminX F t( – 1)ij( , TQ(F t( ))ij ), (4) 
Q

where Q̂ is the estimate of the vector of the parameters 
of frame-to-frame image warping, Q = (a1, a2 …), X is
the “discrepancy” function that must approach the 
smallest value when its first and second arguments
come closer to each other, F(t)ij is the frame corre-
sponding to instant t, and TQ is the frame transformation 
according to the specified vector of warping parame-
ters.

The obtainment of the required reliability and speed 
of processing necessitates both minimization of func-
tion X(F1, F2) and estimation of its behavior character-
izing the quality of decision making. This circumstance 
is of primary importance when several processing steps 
are used to compute function X(F1, F2). Depending on 
the circumstances, the quality of decision making can 
correspond to various parameters, for example, the 
accuracy of estimation of the optical-flow vector for a 
pixel in the optical-flow method and the accuracy of 
determination of the point coordinates in the feature-
point method. 

Information on the behavior of function X(F1, F2) 
allows implementation of the following processing 
principles.

(i) The amount of computations is limited without 
loss in the quality and reliability of estimation. If the 
error of determination of the required parameters is 
known, computations can be terminated when this error 
reaches an acceptable value.

(ii) The computation accuracy is improved by 
weighting of the information obtained from various
points. In the limiting case, the certainly erroneous 
information can be excluded. The image of a frame 
often contains small areas or objects that introduce 

nothing but an additional error (a noise component) 
into the computed parameters. 

(iii) The difficulty or even impossibility of correct 
determination of image motion is predictable. In such a 
situation, it is possible either to regularize the solution 
and obtain an approximate acceptable estimate or to 
exclude a questionable frame from processing. 

Application of the optimization procedure substan-
tially improves the accuracy and reliability of algo-
rithms and simultaneously diminishes the amount of 
computations, thereby speeding up algorithmic pro-
cessing.

The basic algorithm described in this paper is the 
algorithm using the brightness of input-image points. 
However, sequential implementation of the above prin-
ciples leads to creation of an algorithm based on the 
synthesis of three main approaches. 

Here, function X(F1, F2) is meant to be the rms 
residual function or any of its generalizations. This
function is computed sufficiently fast; if necessary,
computations can be performed with modern vector
processors connected in parallel. Function TQ(F) is 
chosen to be a linear integer-shift function. The dura-
tion of its computation is much less than the duration of 
remained computations. 

2. CORRELATION METHOD 

In the simplest case, function X(F1, F2) can be rep-
resented as 

X F t( ( – 1), TQ(F t( ))) 

1 2 (5) 
=
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and spatial warping has the form 

Q̂ = (dx, ˆ ) = arg min X F t( – 1), TQF t ),(6)ˆ dy ( ( )
(d x d ∈ D, y)

where Q̂ = (d x̂, dŷ)  are the shifts along two axes, D is
the region of possible shifts in which the search is per-
formed, M(dx, dy) is the region used to compute the 
residual between frames (for example, the region with 
points (i, j) and (i + dx, j + dy) belonging to F(t – 1) and 
F(t), respectively, i.e., the region of osculation of these 
frames), and S(M) is the area of region M (the number 
of points). 

Function X(F1, F2) will be referred to as a two-frame
correlation function, which depends on arguments dx
and dy corresponding to the shifts along two axes.
Below, this function is designated as X(F1F ) (dx, dy).

2

This method is characterized by the multimodality 
of function X(F1F2) (dx, dy). Hence, the shift cannot be 
found with the use of the descent methods. It is neces-
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sary to search for all possible variants. Owing to the 
high speed of computation of the correlation function, 
an exhaustive search does not diminish the speed of 
algorithm operation; however, the reliability of deter-
mination of the shift value is improved substantially.

Being applied to the entire frame, the correlation 
method requires too much computational time (see the 
results presented in Section 7). 

To diminish the amount of computations, the pro-
posed algorithm uses (i) a frame compression method, 
(ii) a method for selection of correlation windows, and 
(iii) a method of reduction of the region of possible 
shifts.

In addition, according to principles described in the 
preceding section, the quality of estimates is controlled 
at each processing step so as to diminish the number of 
unnecessary computations and perform only the com-
putations required to attain an acceptable quality.

3. DETERMINING
THE ESTIMATION ACCURACY

To implement the principles formulated in Section 1, 
a procedure for estimating the quality of decision mak-
ing is required. 

The following procedure is proposed. Let the values
of function X(F1F2) (dx, dy) be computed in certain 
region D. The values of desired parameters correspond 
to the minimum of this function. Hence, to estimate the 
quality of these parameters, it is necessary to investi-
gate the behavior of function X(F1F2) (dx, dy) near its 
minimum.

It will be assumed that the pixel noise is normally 
distributed and uncorrelated. In this case, the values of 
function X(F1F2) (dx, dy) obey a chi-square distribution,
and its minimum value corresponds to the mean. 

Thus, at each pixel, the noise variance is 

Xmσp = -------, (7)
N p

where Xm is the minimum value of function X(F1F2) (dx, 
dy) and Np is the number of points in region M(dx, dy) 
corresponding to the minimum. 

The mean and variance of the values of function 
X(F1F2) (dxi, dyi) are determined from the following
respective relationships: 

Xm Xmmi = -------Ni, σi = ------- 2Ni, (8)
N p N p

where mi is the mean, σi is the variance, and Ni is the 
number of points in region M(dxi, dyi) used to calculate 
function X(F1F2) (dxi, dyi).

The confidence region that can contain values of 
function X(F1F2) (dxi, dyi) that are distorted by noise is 
determined as follows:

D̃ = {dxi, dyi: X(F1F2)(dxi, dyi) < mi + Bσi}, (9) 

where B is the threshold characterizing the confidence 
probability of error.

Thus, for the point corresponding to the minimum 
value of function X(F1F2) (dxi, dyi), we obtained the 
region containing a true solution that can be found with 
a specified probability. This region sufficiently com-
pletely determines the quality of determination of the 
shift value.

However, since this estimate is essentially nonlin-
ear, its application in the analysis is not always suitable. 
With the use of the second moments of the distribution,
it is possible to replace this estimate with a simpler esti-
mate, i.e., to apply a Gaussian model of errors with the 
covariance matrix of estimates of the unknown shift. 
The 2 × 2 inverse covariance matrix of the errors of the 
shift estimates is expressed as 

A BC–1 = . (10) 
B E

Its elements are the estimated parameters of the ellipse 

approximating region D̃ . According to the least square 
method, the equation of this ellipse is written as 

A x – xm)2 + 2B x( – xm)(y ym( – ) 
(11) 

+ E y( – ym)2 = 0,

where (xm, ym) is the point corresponding to the mini-
mum of function X(F1F2) (dx, dy).

4. FRAME COMPRESSION METHOD 

To ensure the reliability of operation of the proposed 
algorithm, the shift must be determined from the entire 
frame. However, processing of the entire frame via the 
correlation method requires a huge amount of compu-
tations. To ensure an acceptable computational speed, 
the shift can be determined with compressed frames, 
i.e., scaled-down frames containing a smaller number 
of points. 

In this case, the shift can be successively estimated 
from frames of smaller scales as follows. An initial 
frame is successively compressed by a factor of 2 in 
order to obtain several frames of different scales. The
shift is first determined for the frame of the largest scale 
and, then, with the use of the subsequent frames of 
smaller scales. In this study, a frame compressed 2p

times will be designated as Fp.
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The shift of frames is calculated according to the 
following procedure. 

(i) At the first step, region D1 is chosen as a rectangle 
having specified dimensions (half-frame shifts are 
determined rather accurately). In this region, function 
X

(F1 F2 )
(dx, dy) representing the correlation function ofP P

two compressed frames is computed. The value of 
parameter P is chosen such that each side of the frames 
compressed 2P times contains 15–30 pixels.

(ii) Region Dk is determined according to formulas (7), 
(8), and (9), where function X(F1F2) (dx, dy) is replaced 

with X
(F1 F2

– )
(dx, dy).P k– P k

(iii) At the kth step, function X
( P k– P k)

(dx, dy) is–
F1 F2

–computed for frames F1
P k– and F2

P k  (initial frames 
compressed P – k times). 

(iv) If the kth step is not final, we pass to point (ii) 
and perform the (k + 1)th step. Otherwise, we pass to 
point (v). Note that the computation process must be 
terminated long before the step in which frames of the 
initial scale are used. First, comparison of large frames 
is a time-consuming operation. Second, when the frame 
size is large, computation of not only the main parame-
ter of spatial warping (shift) but also other parameters 
(rotation, scaling, and nonlinear components) entails 
substantial difficulties. It is suitable to perform two or 
three steps and then pass to determination of the warp-
ing parameters with the use of several correlation win-
dows. This procedure is described below.

(v) At the final step, a fractional shift is determined 
(for example, with the use of the methods described 
in [5]) and all shifts are reduced to the scale of the ini-
tial frame. 

5. METHOD OF SELECTION 
OF CORRELATION WINDOWS

It is necessary to refine the rough estimate of the 
shift obtained from the compressed frames. In addition, 
the rotation angle, scaling factor, and other parameters 
of spatial warping must be estimated. 

It is necessary to solve this problem with the use of 
the minimum possible number of computations. The
solution can be obtained via a sufficiently effective
approach based on correlation windows, which are suit-
ably selected within a video frame. 

Windows must be selected with allowance for the 
quality (information value) of different areas of an 
image. Here, the information value is interpreted as the 
mean error of the shift determined for a given area of a 
frame. As the correlation windows applied in the subse-
quent analysis, the areas with the highest information 
value must be selected. At the same time, it is necessary 
to take into account that the error of determination of 

the rotation angle will diminish with an increase in the 
distance between windows.

The kth window is selected according to the crite-
rion

ˆr̂k = argmax( ( )(I rk min rk – ri + C)), (12) 
rk

i = 1…k – 1

where I( ) is the information value of point rk rk and
C is a constant. 

The information value of a window is computed via 
minimization of the autocorrelation function along sev-
eral directions: 

1
I r( )k = min -----------------------------------------

l = 1…L dx2( )l + dy2( )l
(13) 

× ∑ (Fij – Fi dx l , + ( ))
2,+ ( ) j dy l

( )i j  ∈ ( ), W rk

where (dx(l), dy(l)) is the set of directions, W rk is the( )  
correlation window centered at point rk , and L is the 
number of directions. 

The autocorrelation function is selected as a crite-
rion of the information value because the residual func-
tion plays the role of an objective function. Therefore,
its slope is proportional to the accuracy of the shift esti-
mate.

After correlation windows are selected, it is neces-
sary to determine the shift of each window and combine 
data on all windows for computing the warping param-
eters of the entire frame. 

The shift of each window is found via minimization 
of correlation function X(F1F2) (dx, dy). To eliminate
subordinate minima, an exhaustive search for all vari-
ants is performed. In this case, if parameters (dx, dy) are 
changed with some step S, the number of computa-
tional operations can be diminished by a factor of S2 .

However, this approach can be used only when the 
decision-making quality is continuously controlled, 
because the probability of finding a subordinate mini-
mum is very high. Hence, to achieve an acceptable 
level of probability upon terminating the rough 

search, it is necessary to determine region D̃ accord-
ing to formulas (7), (8), and (9) and compute function 
X(F1F2) (dx, dy) in this region with a step of 1. As a 
result, coordinates of the integer shift of an image are 
found. The fractional part of this shift is estimated by 
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Fig. 1. Processing speed b vs. frame size L: (1) the operating 
speed of the proposed algorithms and (2) the speed of com-
plete processing of the video sequence. 

analogy with the algorithm used in the frame compres-
sion method. 

6. COMPUTATION OF THE TOTAL VECTOR
OF WARPING PARAMETERS

All warping parameters must be computed with the 
use of the estimates of the shifts of all correlation win-
dows. It is reasonable to relate the computed estimates 
of local shifts to the centers of the corresponding win-

dows. The warping vector is found according to the cri-
terion

N

ˆ ∑ (ρk – τ rk ) (ρ – τQ( ))
T
, (14)Q = argmin Q( ) C–

k
1

k rk
Q

k = 1

where rk  are the coordinates of the centers of windows

in frame F(t – 1), ρk are the coordinates (computed 
from formulas (5) and (6)) of the same points in frame 
F(t), N is the number of rectangles, C–1 is the covari-

ance matrix of errors, τ ( ) is the coordinate transfor-Q rk

mation function, and T designates the transposition 
operation.

Function τ rk determines the frame-warpingQ( )  
model: affine, projective, quadratic, or other transfor-
mations of coordinates. This circumstance implies that 
the minimization problem is solved in an n-dimensional
space. For affine, projective, and other types of trans-
formations, n equals, respectively, 6, 8, etc. 

In the case of affine transformations, the problem 
involves solution of a set of linear equations. With
introduced regularization [6], the corresponding set of 
equations yields an acceptable approximate solution 
even when the errors in the estimated window shifts are 
large, i.e., in the cases of low-quality input images. 

Furthermore, if this problem is solved with a Kal-
man filter, it is possible to achieve a specified accuracy
via computation of the shift for an appropriate number 
of windows. When a frame contains objects moving rel-
ative to a background scene, these objects can be elim-
inated from computations through a standard exclusion
processing method [7]. 

Results of investigation and comparison between one of the proposed algorithms and the main algorithm using correlation of 
the entire frame 

Characteristics
Algorithm

correlation of the entire frame proposed algorithm 

Shift determination error, pixels 

Maximum shift, % of frame size 

Angle determination error, deg 

Maximum angle, deg 

Scaling-factor determination error, % 

Number of frames (320 × 240) per second 

Probability of failure, % 

Maximum frame size processed in real time 

0.07

25

–

–

–

0.9

0.3

–

0.03

50

0.034

10

0.2

715

<0.1

1600 × 900
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Fig. 2. Root-mean-square deviation of the error in the deter-
mined shift vs. frame size L in the case of a limited process-
ing time for each frame. 

The above problem can also be solved with the non-
linear method: 

N

ˆ ∑ ( Q rk – k), (15)Q = argmin Xk τ ( )  ρ
Q

k = 1

where Xk(τQ(rk ) – ρk ) are the correlation functions that 
are precomputed for each window.

7. ANALYSIS
OF THE PROPOSED ALGORITHM

The described algorithms were investigated on a PC 
with a 2.4-GHz Intel® Pentium® 4 central processor,
512 MB RAM, an NVIDIA GeForce4® MX 440 video 
adapter, and the Microsoft® WindowsTM 2000 operat-
ing system. 

The accuracy characteristics and speed of the algo-
rithms were tested for synthetic sequences with a frame 
size of 320 × 240 pixels. Analysis of the accuracy char-
acteristics revealed that the spreads in shifts and in rota-
tion angles were from –30 to +30 pixels and from –2.5° 
to +2.5°, respectively. The maximum values of these 
parameters corresponded to a twofold lowering of 
accuracy.

Efficiency of one of the proposed algorithms was
investigated. The results of investigation and compari-
son with the basic-shift-determination algorithm that 
uses correlation of the entire frame are presented in the 
table. It is seen that the proposed algorithm has a 
noticeable advantage in the computation speed and in 
the maximum determinable shift. The processing speed 
of the algorithms is shown in Fig. 1 as a function of the 
frame size. It is seen that the algorithm operates in 
super-real time (75 frames per second) even when the 
frame size is 1.3 × 106 pixels.

Fig. 3. An example of construction of a mosaic: (top) two frames of the initial video sequence and (bottom) the mosaic image con-
structed from two frames with the use of the computed warping parameters. 
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The proposed algorithm has the capability to pro-
cess real video sequences of different types and charac-
ters (more than a hundred various sequences were 
tested) and yields good results. In this case, it is not 
easy to establish stringent numerical performance crite-
ria, because an exact value of the shift of the frames of 
real video sequences is unknown. Hence, the quality 
was tested visually and the probability of error percep-
tible by eye was selected as the main criterion. 

In addition, the processing speed was investigated in 
the case when the real time was limited, taking into 
account the duration of video-sequence recording and 
displaying.

To ensure real-time operation, an algorithm must be 
capable of interrupting computations if a specified time 
is exceeded. In this case, it is possible to obtain inter-
mediate results representing a rough estimate of the 
desired parameters. The rms deviation of the error in 
the determined shift is shown in Fig. 2 as a function of 
the frame size. It follows from the results of investiga-
tions that the proposed algorithms ensure an acceptable 
quality of real-time processing (25 frames per second) 
of video sequences with a frame size of up to 1.4 × 
106 pixels.

To illustrate the capabilities of these algorithms, the 
mosaic constructed from an input video sequence of 
extremely low quality (a low-information-density ini-
tial scene, a blurred input image with a noticeable level
of noise, etc.) is shown in Fig. 3. The mosaic was con-
structed as follows. For each frame, the parameters of 
warpings occurring relative to a reference frame were 
computed. Next, with the use of these parameters, all 
frames were combined into a single large frame. 

CONCLUSIONS
The algorithms based on the correlation approach 

have been created for estimating the parameters of spa-

tial warping of video frames. Owing to a detailed anal-
ysis of the behavior of the correlation function used in 
these algorithms, not only the efficiency of the correla-
tion methods but also their reliability and speed were 
improved.

The developed algorithms demonstrate robust oper-
ation under a wide range of shooting conditions: differ-
ent models of spatial warping, the influence of moving
objects, different noise models, etc. 

It is shown that the proposed algorithms provide
high-accuracy estimates of the warping parameters 
(similarly to other known algorithms). At the same 
time, some of their characteristics, such as the maxi-
mum estimated shift and the processing speed, are 
superior to the corresponding parameters of the known
algorithms.
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